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Motivation

Multi-Label Classification for VPR Technique Switching

Benefits

This work explores how Multi-Label Classifiers can be used to 
dynamically choose complimentary Visual Place Recognition 
techniques to create a more robust place recognition system

Condition changes

For robust operation within an environment, visual place 
recognition (VPR) must be able to localize mobile platforms 
under a diverse range of adverse conditions

Viewpoint changes

Coarse mapping

The best performing VPR technique will vary depending on the 
condition changes experienced within the dataset/environment  

NetVLAD DenseVLAD AMOSNet

This can be somewhat addressed by fusing/combining multiple 
complimentary VPR techniques. However, this does not fully 
resolve the issue as the optimal combination of techniques can 
vary even within the same dataset/environment

NetVLAD + DenseVLAD
CALC    + RegionVLAD

NetVLAD + DenseVLAD
CALC    + RegionVLAD

We use a multi-label approach to improve on this method by 
dynamically switching between VPR technique combinations to 
make a system more robust in all adverse conditions

Results

Selecting the best combination of VPR techniques for a
query is inherently a multi-label problem. For any
query there can be multiple combinations of
techniques which will successfully localize the platform

We utilize NetVLAD as our base
technique and take the first 128 principal
components as the input to a small fully
connected multilayer perceptron (MLP)

The feature vector is passed through the
MLP which is trained on multi-label data to
select the most complimentary technique
to pair with NetVLAD for the given query

Multi Process Fusion is then used to fuse
similarity vectors from NetVLAD and the
selected VPR technique and perform
place recognition

In this work we simplify the problem by
selecting the best additional technique
to fuse with a given base technique

Multi-Label Data
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Limitations

Future Work

• Creates a VPR system robust across
significant environment, illumination,
viewpoint and structural changes

• Extremely lightweight and adds
negligible overhead to system

• Dynamic query to query switching

• Reference feature vectors and network
models for all VPR techniques used must
be stored

• Multi-label data labeling required to train

• Improve training pipeline to more
effectively switch for greater performance

• Optimize for alternative goals, such as
preventing critical failures
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TABLE I
NUMBER OF QUERIES WITHIN EACH DATASET

Dataset Train Val Test Train Val Test
(all) (all) (all) (curated) (curated) (curated)

SFU Mountain 142 46 50 88 35 47
GP Walking 120 39 41 113 33 38

Nordland 1656 551 553 707 129 82
Pittsburgh 600 199 201 585 197 196

RobotCar Night - - 3876 - - 1891
Inria Holidays - - 300 - - 280

Total 2518 835 5021 1493 394 2534

The second baseline which we use for comparison is
selecting the best single technique pair, inclusive of the base
technique B (NetVLAD), specifically for each dataset based
on average performance across the training sets. These were
NetVLAD & Ap-GeM for Gardens Point Walking; NetVLAD
& AMOSNet for Nordland; NetVLAD & DenseVLAD for
Pittsburgh; and NetVLAD & HybridNet for the SFU Mountain
set. Since the RobotCar and Inria Holidays datasets are
withheld from training to test as unseen data, we cannot
compare them against this second dataset-specific baseline.

E. Metrics
For quantitative results, we use the standard Recall@1

metric which is widely used for evaluating place recognition
systems. Recall@1 indicates the percentage of queries which
were accurately localised using the top VPR match from
the reference database. For this work, the multi-hot labels
created for training the classifier network are a query level
representation of the Recall@1.

F. Parameter Optimization
During the optimization of network parameters we per-

formed a Bayesian sweep over batch size, learning rate,
hidden layer size, number o f hidden layers and the dropout
chance at each hidden layer. To maintain a low model
complexity and reduce the chance of over-fitting, the search
limited the number of hidden layers to 1-3 and the hid-
den layer size to 32, 64, 128 or 256. The final model
parameters were batchsize = 8, learningrate = 4.550325e�4,
hiddenlayer size = 32, numhiddenlayers = 1 and dropout =
0.126450. The network with these parameters trained for 17
epochs over about 10 seconds and performed inference at
about 0.14ms per query using an Intel i7-8665U CPU.

V. RESULTS & DISCUSSION

A. Comparison to Baseline Techniques
In this section, we present the results for using our multi-

label classification network to predict complementary VPR
techniques to pair with a given base technique on a frame-by-
frame basis. We emphasize that all of the following results
have been obtained by training a single network on the
combined training set outlined in Section IV-C and testing on
both a) a geographically separate test set and b) two datasets
from completely unseen environmental types.

We start with Table II which compares the recall of our
system against multiple baselines. For the purposes of the

TABLE II
RECALL @ 1 FOR ALL DATASETS (%)

Dataset NetVLAD Best average Best dataset-specific Ourstrain pair train pair
SFU Mt (Test) 57.5 89.4 87.2 89.4
GP Walk (Test) 44.7 57.9 57.9 60.5
Nordland (Test) 24.4 61.0 61.0 61.0
Pittsburgh (Test) 97.5 87.2 98.5 98.5
Combined Test 57.5 78.5 - 84.8
RobotCar Night 30.9 53.1 - 63.1
Inria Holidays 81.8 90.0 - 96.1
Mean Recall 56.1 73.1 74.6 78.1

‘Mean Recall’ values, results from the ‘Combined Test’ set
are excluded and the ‘best dataset specific training pair’ for
the unseen RobotCar and Inria datasets are taken as the ‘best
average training pair’ as no information about these sets
is available at training time in our experiments. We then
provide more detailed discussion on the behaviours of our
classifier and performance across the tested datasets as well
as query level observations for where our approach does/does
not perform better in Figure 3.

Table II demonstrates that our multi-label classification
approach is able to dynamically select techniques which
achieve the same or better recall than selecting a static tech-
nique pair based on the observed training data. Importantly
this table of results shows that neither the best average or
dataset specific training pairs (Columns 2 and 3) guaranteed
the best pair observed in training generalised to the test
sets. However, our classification network is able to at least
equal the performance of the best of these statically chosen
pairs. Furthermore, in the case of a dataset with a significantly
changing environment, such as the ‘Combined Test’ set where
the specific dataset is not known, our method provides a
significant 6% improvement in recall by dynamically choosing
techniques to pair with NetVLAD.

This advantage is emphasised by our methods ability to
perform in unseen datasets, providing an additional 10% and
6% recall in a Day-Night traverse from Oxford RobotCar
and the Inria Holidays dataset respectively.

B. Dynamic Technique Selection

Figure 4 illustrates our method’s ability to adapt its
prediction of the best technique to pair with NetVLAD across
significant environment, lighting and viewpoint changes
contained within our combined test dataset. Interestingly,
our model learnt to only predict three of the nine possible
techniques to pair with NetVLAD (CoHOG, AMOSNet
and DenseVLAD). We believe this is because the training
data shows that there are only 78 of the 1493 training
queries where NetVLAD paired with either of these three
methods will not be successful whilst other technique pairs are.
Therefore, NetVLAD paired with either CoHOG, AMOSNet
or DenseVLAD successfully localises in ⇡95% of the training
data. So whilst we assume the complementarity of different
technique pairs to be independent in training, the performance
of some technique pairs is likely correlated.


