FocusTune: Tuning Visual Localization through Focus-guided Sampling
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1. The visual localization task
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Figure 1: the overall task.

2. Solution basics

« 2D-3D correspondences are established between 2D
features of the query image and 3D points of the map.
* These correspondences are then forwarded to a

Perspective-N-Point solver to solve for the camera pose.
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Figure 2: Scene coordinate regression pipeline.
Scene coordinate regression methods (Fig. 2) [1, 2] are less

accurate than structured methods [3], but: Random sampling (ACE) Heuristic sampling (Ours)
* Are more memory efficient. Figure 4: Comparison of ACE [1] (left) where random sampling is used, and our heuristic FocusTune sampler (right).

* Train fast (with ACE method).

4. Motivation
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* Unique points are easier to triangulate (top row Fig. 4 with T + — — 7-scenes dataset
the re-projection error of 0.74 pixels). IKERC RN X (percentage of test images
e Ambiguous points are harder to triangulate (bot row Fig. IIII XERXIPHIPN under Scm/5deg)
' -projecti ' Acti h  98.5%
4 with the re-projection error of 72.6 pixels). Relelale¥ ﬁ NEPX¢ & ctive searc 6

* Current methods uniformly sample all pixels, covering

unigue and ambiguous points in training (Fig. 4 left figure). Y& Salientfeatures 3 Non-salient features
e We prop.ose to sample qnly the uni.que points and discard . Uniform sampling . Non-sampling FocusTune 97 9
the ambiguous points (Fig 4 right figure). _ (ours)
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5. Methodology

 Re-project the point cloud onto the training image using
the camera pose (Fig. 5 top right image).
* Obtain the 2D re-projection as seed keypoints (blue dots in

Active search  14/0.2

Fig. 5 bottom right image). ACE 25/0.4
) S‘?mple tralnmg. pixels unitormly Wolthm a CIrCUlar_reglon of 5 Figure 5: Re-projection of the map onto training images to obtain seed keypoints to specify ACE ensemble 17/0.3
pixels surrounding the seed keypoints (green region of the uniform sampling regions to focus on salient features rather than non-salient features. '
bottom-right image) and prohibit sampling from outside FocusTune 19/0.3
these circles (red region of the bottom-right image). REfe rences (ours) |
* Salient features (the pink stars in the bottom left image of 1. Accelerated Coordinate Encoding: Learning to Relocalize in Minutes using RGB and Poses, Brachmann etal., FocusTune
Fig. 5) will be kept, while non-salient features (the yellow CVPR 2023. ensemble 15/0.3

2. Visual Camera Re-Localization From RGB and RGB-D Images Using DSAC, Brachmann et al., TPAMI 2021.

crosses in the bottom /Efl‘ Image Of Fig. 5) will be discarded. 3. Improving Image-Based Localization by Active Correspondence Search, Sattler et al., ECCV 2012. (OUI’S)
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