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Motivation
Place recognition enables robots to determine their location, 
and LiDAR sensors are more robust to lighting changes and 
certain weather conditions than cameras. We therefore propose 
a method that performs matched filtering on bird's eye view 
(BEV) descriptors with a global-to-local search, requiring 
minimal hyperparameter tuning and achieving up to 15% 
improvement across LPR benchmarks in urban and natural 
environments.

Existing Methods for LiDAR place recognition 
• Handcrafted descriptors [1,2,3,4] compress 3D scans into 

compact, rotation-tolerant representations.

• Learned descriptors [5,6,7,8] achieves higher recall and 
robustness by training on large-scale LiDAR datasets  from 
structured urban settings with stable features like buildings, 
poles, and road edges. However, their performance drops in 
unstructured or natural environments (forests, trails, foliage) 
where geometry is irregular and changes over time [9].

Methodology

• The 3D LiDAR scan is transformed into a 2D birds eye view 
descriptor with voxelisation, height density-based 
occupancy and patch down-sampling.
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LiDAR scans from two popular LPR datasets (NCLT and Oxford Radar)

LiDAR scan from an unstructured environment dataset (WildPlaces)
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Direct Relative Pose Estimation from Matched Filter Output

• Our method maintains high recall over time, even with 6- 
and 14-month environmental changes in WildPlaces .

• Direct pose estimation has lowest translation error and 
competitive rotational error without ICP or RANSAC

• Correcting relative shift for the matched scan reduced the 
variance in position error, improving overall localisation

Success Failure

• Limitations include scalability with very large reference 
maps and hyperparameter tuning requirements for novel 
environments. 
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Matched Filtering with LiDAR BEV Descriptors
• The query LiDAR descriptors are rotated and convolved 

against the reference database with a two-stage search. 

Generating 2D Descriptors
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